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Introduction

Carbonic anhydrase (CA) is a ubiquitous zinc enzyme that
accelerates the reversible hydration of CO2 by a factor of
107 as compared to the uncatalyzed reaction.[1] This enzy-
matic process is very important for all living organisms for
the exchange of CO2 with the atmosphere. In addition to its
vital importance in the CO2 exchange process, CA plays a
very significant role in the global regulation of carbonyl sul-
fide (COS) in the atmosphere since it is the key enzyme for
the uptake and consumption of this important atmospheric
constituent.[2,3] In this context, COS can clearly be regarded
as an important natural substrate for this enzyme.

Of the seven CA isoenzymes found so far,[1g] human car-
bonic anhydrase II is the most efficient, with a turnover of
106 s�1 at pH 9 and 25 8C.[1g] The equilibrium position of this
very fast (almost diffusion-controlled)[1h] enzymatic reaction
is pH dependent. Hydration of CO2 takes place at pH
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Abstract: We have extended our inves-
tigations of the carbonic anhydrase
(CA) cycle with the model system
[(H3N)3ZnOH]+ and CO2 by studying
further heterocumulenes and catalysts.
We investigated the hydration of COS,
an atmospheric trace gas. This reaction
plays an important role in the global
COS cycle since biological consump-
tion, that is, uptake by higher plants,
algae, lichens, and soil, represents the
dominant terrestrial sink for this gas.
In this context, CA has been identified
by a member of our group as the key
enzyme for the consumption of COS
by conversion into CO2 and H2S. We
investigated the hydration mechanism
of COS by using density functional
theory to elucidate the details of the
catalytic cycle. Calculations were first
performed for the uncatalyzed gas

phase reaction. The rate-determinig
step for direct reaction of COS with
H2O has an energy barrier of DG=

53.2 kcalmol�1. We then employed the
CA model system [(H3N)3ZnOH]+ (1)
and studied the effect on the catalytic
hydration mechanism of replacing an
oxygen atom with sulfur. When COS
enters the carbonic anhydrase cycle,
the sulfur atom is incorporated into the
catalyst to yield [(H3N)3ZnSH]+ (27)
and CO2. The activation energy of the
nucleophilic attack on COS, which is
the rate-determining step, is somewhat
higher (20.1 kcalmol�1 in the gas

phase) than that previously reported
for CO2. The sulfur-containing model
27 is also capable of catalyzing the re-
action of CO2 to produce thiocarbonic
acid. A larger barrier has to be over-
come for the reaction of 27 with CO2

compared to that for the reaction of 1
with CO2. At a well-defined stage of
this cycle, a different reaction path can
emerge: a water molecule helps to re-
generate the original catalyst 1 from
27, a process accompanied by the for-
mation of thiocarbonic acid. We finally
demonstrate that nature selected a sur-
prisingly elegant and efficient group of
reactants, the [L3ZnOH]+/CO2/H2O
system, that helps to overcome any de-
activation of the ubiquitous enzyme
CA in nature.
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values above 7, whereas dehydration of bicarbonate pre-
dominates at a pH value of less than 7. The activation barri-
er for this enzymatic reaction is around 3 kcalmol�1, as de-
duced from the experimental rate constant.[4] The overall ex-
perimental free energy change in the reaction is also mini-
mal, as can be inferred either from the difference between
the activation barriers for the forward and reverse reactions
(+3.1 kcalmol�1)[1h] or from the equilibrium constant
(+4.1 kcalmol�1).[5]

The active center of the enzyme contains a single Zn2+

cation bound to three imidazole ligands originating from
histidine residues (His94, His96, and His119).[6] An addition-
al histidine residue (His64) is ideally positioned in the vicini-
ty of the active site and probably functions as a proton relay
for hydrogen migration from a loosely bound carbonic acid
molecule to the external medium.[7]

Ever since the earliest proposal of a mechanism for CA in
1971,[8] a continuous stream of research designed to unravel
the details of the elusive and intricate mechanism of catalyt-
ic CO2 hydration has been reported in the chemical litera-
ture. As well as the numerous experimental studies[1,6,9,20]

that have been reported over the years, computer simula-
tions have been carried out that have contributed signifi-
cantly to our present knowledge of the reaction mechanism.
The entire spectrum of computational chemistry, from mo-
lecular dynamics[10] to the application of semiempirical
methods,[11] as well as ab initio[12] and density functional
theory (DFT) calculations[13] has been applied in these in-
vestigations. Further important contributions to a detailed
understanding of the catalytic activity of this enzyme have
been made by experimental investigations of suitable model
systems (biomimetic complexes).[14±17]

We recently published a cumulative catalytic cycle[18] for
carbonic anhydrase (Scheme 1 and Scheme 2) that profits
from more than forty years of research. The cycle is based
on the simple biomimetic complex [(H3N)3ZnOH]+ (1),
which is the most thoroughly investigated CA model system

to date. Our previous B3LYP/6±311+G(d,p) calculations in-
cluded entropic and solvent corrections (isodensity surface
polarized continuum model[19] with a dielectric constant (e=
37) between those for the gas phase and water). These cal-
culations revealed that, as CO2 approaches the catalytic
center, an initial encounter complex 2 is formed in which a
lone pair of electrons on the zinc-bound hydroxide group in-
teracts with the carbon atom of CO2. A bicoordinate transi-
tion structure 3 leads to the formation of an initial bicarbon-
ate complex 4 (Lindskog intermediate) in which the original
Zn�OH bond has been broken (see Scheme 2). There is ex-
perimental evidence for the formation of this intermediate
by a cobalt-substituted CA mutant.[20] This rate-limiting step
in the catalytic cycle has a calculated activation energy in
solution of +5.7 kcalmol�1;[18] the literature value is around
+3 kcalmol�1.[4] The Lindskog intermediate 4 then rear-
ranges through rotation about the C�O(Zn) bond (transi-
tion structure 5) to yield the more stable Lipscomb inter-
mediate 6 (see Scheme 2). A water molecule from the sur-
rounding medium approaches the zinc ion and the hydrated
complex 9a results. No barrier for this process could be
found at the B3LYP level of theory. Hydrogen transfer from
the water molecule to the carbonyl group considerably
weakens the Zn�O(carbonate) bond in the transition state

Scheme 1. Catalytic reaction cycle for [(H3N)3 ZnOH]+ (1), used as a
model of carbonic anhydrase. Part 1: formation of the Lindskog product
4 (adapted from Scheme 2 in reference [18]). ts= transition state.

Scheme 2. Catalytic reaction cycle for [(H3N)3 ZnOH]+ (1), used as a model of carbonic anhydrase. Part 2: possible reactions of the Lindskog product 4
leading to formation of carbonic acid.
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10a and the loosely coordinated carbonic acid/zinc complex
11a is formed. Deprotonation of the carbonic acid most
likely occurs by a proton relay mechanism. The loosely
bound bicarbonate can then either dissociate from the
active site or undergo an ion-return process before dissociat-
ing. Reinvestigation of this catalytic reaction revealed some
new aspects of the process that are discussed below.

Variation of the biomimetic complex used to mimic the
active site of CA and re-evaluation of the catalytic cycle
(albeit at a slightly lower level of theory) demonstrated that
the proposed mechanism is valid for a wide range of biomi-
metic systems.[21] A quantitative structure±activity relation-
ship could even be derived from these computational results,
which allows us to estimate the relative reactivity of any
given biomimetic [LnZnOH]+ complex (L, ligand; n,
number of ligands) with CO2 if the Zn�OH bond length is
known.[21]

To gain a better understanding of the natural system and
to develop novel synthetic methods, we began to study the
sulfur analogues of CO2 (CS2 and COS). Some initial results
for CS2 have already been published. We recently predicted
that a four-center intermediate is involved in the reaction of
CS2 with the biomimetic complex [(H3N)3ZnOH]+ (1) and
this hypothesis has been experimentally verified.[22b,23]

Model calculation of CS2 fixation by 1 results in a much
more complicated potential energy surface than that calcu-
lated for CO2 and 1 (more intermediates and reaction paths
are involved for CS2).

[23]

We have now extended our studies to consider the unsym-
metrical COS molecule. Carbonyl sulfide is the predominant
sulfur-containing gas in the troposphere, with a lifetime of
between 1±7 years and a remarkably constant atmospheric
concentration over the past few decades.[24] This gas contrib-
utes to the aerosol particles within the stratospheric aerosol
layer[25] as well as to heterogeneous atmospheric chemistry
and ozone destruction.[26] Sinks and sources of COS have
been under investigation for decades but knowledge in this
field is still insufficient, as is strikingly visible in the inconsis-
tent estimates published for these sinks and sources.[2] The
dominant sinks, that is, soil and vegetation, involve biologi-
cally mediated consumption based on the metabolic hydra-
tion of COS by the enzyme carbonic anhydrase. It is of
great interest that the carbonic anhydrase species has
evolved over time into a prime candidate for taking up and
consuming COS from the atmosphere. Investigations involv-
ing enzyme isolation, inhibition, and induction experiments
with different kinds of organisms have provided evidence
that CA, besides its role in CO2 exchange, is the key
enzyme for the uptake and consumption of atmospheric
COS and catalyzes the splitting of COS into CO2 and H2S.[3]

Parallel to ongoing experimental work in our laboratory,
we have also studied the effect on the catalytic cycle when
the source of sulfur is the catalyst instead of the cumulene
(CO2 fixation on [(H3N)3ZnSH]+).

Results and Discussion

Reaction of CO2 with [(H3N)3ZnOH]+ : In a previous
paper,[18] we focused on the most stable isomer of carbonic
acid. We therefore pursued the path leading to product com-
plex 11a (Scheme 2). We unintentionally omitted the ™true∫
Lipscomb product 6 and ts 7, which is formed during reor-
ientation of the hydrogen atom in the bicarbonate moiety to
form 8, the complex previously taken as the Lipscomb prod-
uct. Herein, we report these missing structures. We have
also reinvestigated the steps involved in addition of a water
molecule to the central zinc atom. The full pathway and the
structures involved are shown in Scheme 2 and Figure 1.
Table 1 shows energy values for the pathway. We used the
B3LYP/6±311+G(d,p) level of theory for calculations, as in
our previous work.[18]

The Lindskog product 4 is the direct result of nucleophilic
attack by the zinc-bound hydroxy group on CO2. It is gener-
ally assumed that 4 stabilizes itself either through a rotation
about the C�O bond (ts 5) or by a proton transfer (not
shown) yielding the more stable Lipscomb product 6. Our
calculations suggest that an alternative mechanism may
exist. Incorporation of an external water molecule is not
necessarily restricted to 6, but could instead occur at an ear-
lier stage of the reaction path.

Addition of a water molecule to the central zinc atom
of 4 yields 4b, which is only slightly destabilized
(+1.4 kcalmol�1) compared to 4. No energy barrier could
be found for this process. Alternatively, the water molecule
could add to the bicarbonate moiety to form 4a, which is
1.9 kcalmol�1 more stable than 4. Such a structure would
greatly facilitate proton transfer (Lipscomb mechanism)
from one oxygen atom to the other since formation of a
very unfavorable four-membered ring can be avoided.

Like 4, structure 4b can stabilize itself by rotation about
the C�O bond to yield 9b without the involvement of a

Table 1. Relative Gibbs× free energies and activation barriers for the gas-
phase reaction of 1 and CO2. Calculated at the B3LYP/6±311+G(d,p)
level of theory.[a]

DG [kcalmol�1] DGa [kcalmol�1][b]

1+CO2 0.0 ±
2 2.6 ±
3 (ts) 15.0 15.0
4 9.3 ±
4a 7.4 ±
4b 10.7 ±
5 (ts) 12.2 2.9
5b (ts) 13.1 2.4
6 3.1 ±
7 (ts) 13.5 10.4
8 1.7 ±
9a 3.8 ±
9b 2.4 ±
10a (ts) 3.5 ±[c]

10b (ts) 2.6 0.2
11a 3.4 ±
11b 3.4 ±

[a] Some of the data in the table are taken from reference [18]. [b] DGa,
activation energy. [c] Due to the intrinsic error of the applied method no
significant barrier could be found.
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Lipscomb-like structure (6). The corresponding ts, 5b
(+13.1 kcalmol�1), is very similar in energy to 5
(+12.2 kcalmol�1). The error range of the applied B3LYP
method means that we cannot reliably decide which mecha-
nism is the preferred one.

As can be seen from Table 1, formation of 9b is preferred
over formation of 9a. Structure 9b can be formed directly
from 6 by a barrierless addition of a water molecule, while
formation of 9a from the same complex requires a rather
energy-consuming (DGa=10.4 kcalmol�1) reorientation of
the hydrogen atom in the bicarbonate moiety through 7
(+13.5 kcalmol�1). As reported previously,[18] the final hy-
drogen shift to yield a loosely bound molecule of carbonic
acid requires almost no activation energy.

The product complexes 11a and 11b are very similar both
in structure and energy and only differ in the orientation of
one OH group in the carbonic acid. Although a less stable

isomer of carbonic acid is present in 11b, we do not expect
this to be problematic since isomerization should occur
easily.

The energetically favored mechanism for formation of
carbonic acid involves stabilization of 4 through bond rota-
tion to yield 6, followed by subsequent addition of a water
molecule (9b) and a final proton transfer resulting in 11b.
An alternative mechanism in which the water molecule is
added first (4b), followed by stabilization through bond ro-
tation leading directly to 9b is possible within the error
margin of the applied B3LYP/6±311+G(d,p) level of theory.
Regardless of the route to 9b, product complex 11b is
always the result of the pathway.

Uncatalyzed reaction of COS with H2O : Carbonyl sulfide in
the gas phase reacts with water to yield carbon dioxide and
hydrogen sulfide [Eq. (1)].

Figure 1. Structures of [(H3N)3ZnOH]+ (1) at selected stationary points along the reaction coordinate of the reaction with CO2 (Scheme 2). Bond lengths
are given in ä. The structures were calculated at the B3LYP/6±311+G(d,p) level of theory.
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COS þ H2O ! CO2 þ H2S ð1Þ

The reverse reaction, namely the nucleophilic attack of
carbon dioxide by hydrogen sulfide, has been studied
before.[27] We repeated these calculations at a higher level
of theory [CCSD(T)/aug-cc-pV(Q+d)Z//B3LYP/aug-cc-pV-
(Q+d)Z] and performed a more extensive search of the
energy hypersurface of this reaction (Scheme 3). We also
report the results obtained at the B3LYP/6±311+G(d,p)
level of theory to allow the reliability of this method to be
assessed (Table 2). However, for the sake of clarity, all ener-
gies reported throughout this section are those obtained at
the CCSD(T) level of theory, unless stated otherwise.

The unsymmetrical bonding pattern of COS means that
nucleophilic attack by water can yield two different products
depending on whether the C=O or the C=S bond is at-

tacked. We did not succeed in locating an encounter com-
plex (EC) for the initial approach of the reactants because
of geometry convergence failure. Neither analytical recom-
putation of the gradients at each optimization step, nor var-
iation of the descent routine employed altered this situation
in the slightest. Our failure to find an EC is probably due to
the bad description of long-range interactions achieved by
most density functionals and thus must be regarded as an ar-
tifact of the applied method.

Nucleophilic attack by a water molecule on the C=S bond
(path a) leads through the transition structure 12a to inter-
mediate 13a and requires considerable activation energy
(+53.2 kcalmol�1, Table 2). This step is rate-determining for
path a. Attack on the C=O bond (path b) requires addition-
al energy to reach the transition structure 12b and to form
the product 13b (+10 kcalmol�1 in each case compared to
path a) and is clearly the less favorable pathway. Therefore,
we did not investigate path b further. Addition to either of
the two double bonds is simultaneous with a hydrogen trans-
fer process and involves a four-membered cyclic transition
structure in which the hydrogen atom is transferred while
the p bond is broken.

We also investigated the effect of increasing the ring size
in this ts from four to six by including a second molecule of
water. We restricted all calculations involving an additional
water molecule to the B3LYP/6±311+G(d,p) level of theory
because of the increased size of the structures involved. In
the presence of a second water molecule, the barrier for
path a is decreased by 10 kcalmol�1 to 43.2 kcalmol�1. The
barrier for path b is reduced even more, but with an activa-
tion energy of 47.4 kcalmol�1 this process remains unfavora-
ble. Correction of these values for estimated tunneling ef-
fects could result in even lower activation energies.[28] How-
ever, such calculations are very expensive and were beyond
the scope of this study.

An additional reaction coordinate is opened up upon for-
mation of 13a since this complex can undergo rotation
about either the C�S bond (continuation of path a) or the
C�O bond (path c). Differentiation between paths a and c is

Scheme 3. The uncatalyzed gas-phase reaction of COS with H2O.

Table 2. Relative Gibbs× free energies and activation barriers for the gas-
phase conversion of COS + H2O into CO2 + H2S.

DG DGa DG DGa

[kcalmol�1][a] [kcalmol�1][a] [kcalmol�1][b] [kcalmol�1][b]

H2O + COS 0.0 ± 0.0 ±
12a (ts) 53.2 53.2 53.4 53.4
12a-w[c] (ts) ± ± 43.2 43.2
12b (ts) 63.3 63.3 63.7 63.7
12b-w[c] (ts) ± ± 47.4 47.4
13a 13.0 ± 14.8 ±
13b 22.7 ± 24.9 ±
14a (ts) 20.4 7.4 22.3 7.5
14c (ts) 22.6 9.6 24.8 10.0
15a 12.5 ± 14.2 ±
15c 18.0 ± 20.3 ±
16a (ts) 21.7 9.2 23.5 8.7
16c (ts) 21.4 3.4 23.5 3.2
17 16.1 ± 18.2 ±
18 (ts) 49.1 33.0 46.7 28.5
18-w[c] (ts) ± ± 37.5 19.3
CO2 + H2S �7.7 ± �9.2 ±

[a] Calculated at the CCSD(T)/aug-cc-pV(Q+d)Z//B3LYP/aug-cc-pV-
(Q+d)Z level of theory. [b] Calculated at the B3LYP/6±311+G(d,p)//
B3LYP/6±311+G(d,p) level. [c] w, additional water molecule.
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not as easy as between a and b since path a is only
slightly preferred over path c, both kinetically (dDGa=

2.2 kcalmol�1; CCSD(T) level) and thermodynamically
(dDG=5.5 kcalmol�1; CCSD(T) level). In contrast to car-
bonic acid in the CO2 pathway,[29] the cis,cis-isomer 15c of
the sulfur analogue is at an energy minimum on the poten-
tial energy surface.

Both isomers 15a and 15c have to undergo a second bond
rotation about either the C�O or the C�S bond. This step is
necessary since neither 15a nor 15c is aligned properly for
direct decomposition to CO2 and H2S. Neither rotational
pathway provides any substantial energetic hindrance to the
formation of 17, therefore both should be feasible. However,
path a is somewhat more likely than path c since formation
of 15a is kinetically and thermodynamically slightly more fa-
vorable than formation of 15c, as mentioned above.

A proton shift from the oxygen atom in 17 to the sulfur
atom through a cyclic transition structure 18 yields the final
reaction products CO2 and H2S. This transfer is simulta-
neous with the breaking of the C�S bond and the whole
process is very similar to the addition of water to COS (first
reaction step). Again, a substantial reaction barrier has to
be overcome (33.0 kcalmol�1) but this activation energy is
still less than that required for the initial nucleophilic attack.
As in the first step, this barrier is significantly reduced by
the presence of a supporting second molecule of water,
which effectively increases the ring size in the ts from four
to six members. The activation energy for the water-assisted
reaction with ts 18w is 19.3 kcalmol�1 (calculated at the
B3LYP/6±311+G(d,p) level of theory). As discussed above
for the first step, the barrier for this last step would be
lowered by tunneling effects.

We next searched for an encounter complex on the prod-
uct side of the reaction. This time we succeeded in finding
such a complex by using a smaller basis set for the confor-
mational search. However, the energy of the complex
showed a very strong basis-set dependency. A change of
basis set from the very small split valence lanl2dz basis[30]

(which contains neither polarization nor diffuse functions)
to the medium-sized 6±311+G(d,p) and then the very large
aug-cc-pV(Q+d)Z basis set caused an increase in the
energy of the EC relative to the products from �0.8 to �0.3
to �0.1 kcalmol�1. We therefore concluded that the encoun-
ter complex is an artifact caused by basis set superposition
error and omitted the EC in our calculated mechanism.

We do not doubt the existence of encouter complexes on
both the educt and the product side of the reaction. Howev-
er, we were not able to identify any such complexes reliably
at the B3LYP level of theory. In contrast, we had no prob-
lem locating an encounter complex for the nucleophilic
attack with ts 12a at the MP2/6-311+G(d,p) level of theory.
Since the main focus of the work reported herein is the
zinc-catalyzed reactions, and given the significant compu-
tional cost of recomputing all stationary points, we do not
feel that ommitting the ECs for this uncatalyzed reaction
causes serious problems.

Like the formation of carbonic acid, formation of thiol
carbonic acid is endothermic. However, the reaction of
COS resulting in CO2 and H2S is exothermic overall

(�7.7 kcalmol�1), while the corresponding reaction of CO2

is thermodynamically neutral as a result of the identity of
the educts and products.

All the results described above were well reproduced by
the B3LYP/6±311+G(d,p) level of theory. The root-mean-
square error (RMSE) of these results compared to those ob-
tained at the CCSD(T)/aug-cc-pV(Q+d)Z//B3LYP/aug-cc-
pV(Q+d)Z level is 1.87 kcalmol�1 and the mean-signed
error (MSE) is 1.14 kcalmol�1. The error introduced by
omitting the much more expensive CCSD(T) calculations is
therefore on the order of 2 kcalmol�1 for this uncatalyzed
reaction. However, we expect a greater deviation for zinc-
containing systems.

Reaction of COS with [(H3N)3ZnOH]+ : We considered the
reaction of COS with 1, a system used to model carbonic an-
hydrase that has already been successfully applied in various
theoretical studies.[12, 21±23] The presence of the zinc ion limit-
ed our investigations to the B3LYP/6±311+G(d,p) level of
theory. The computed reaction pathway is shown in
Scheme 4, and structures and data relating to the reaction
coordinate are given in Figure 2, Figure 3, and Table 3.

The reaction begins when COS approaches the zinc com-
plex. The asymmetry of COS means that there are two path-
ways for nucleophilic attack of COS by 1. Path a corre-
sponds to attack on the C=S and path b on the C=O bond.
In contrast to our failure to identify ECs for the uncatalyzed
reaction, we found two stable encounter complexes 19a and
19b for the initial approach of COS in this catalyzed reac-
tion. These ECs differ only in the orientation of the hetero-
cumulene with respect to the zinc complex. The formation
of the ECs is somewhat endothermic (Table 3). 19b is slight-
ly more stable (1.3 kcalmol�1) than 19a as a result of the
formation of hydrogen bridges between two of the ammonia
molecules and the oxygen atom of COS in 19b. The sulfur
atom in 19a does not form such bonds. The native enzyme

Table 3. Relative Gibbs× free energies and activation barriers for the
[(H3N)3ZnOH]+-mediated conversion of COS into CO2, with production
of [(H3N)3ZnSH]+ . Calculated at the B3LYP/6±311+G(d,p) level of
theory.

DG [kcalmol�1] DGa [kcalmol�1]

1 + COS 0.0 ±
19a 6.0 ±
19b 4.7 ±
20a (ts) 20.1 14.1
20b (ts) 22.9 18.2
21a 3.1 ±
21b 15.0 ±
22rot (ts)[a] 7.7 4.6
22sh (ts)[b] 33.0 29.9
22sh-w (ts)[b] 11.3 8.2
23 �2.4 ±
24 (ts) 7.4 9.8
25 �1.0 ±
26 (ts) 36.0 37.0
26-w (ts) 19.8 20.8
27 + CO2 �20.7 ±

[a] rot refers to the ts of a bond rotation. [b] sh refers to the ts of a hy-
drogen shift.
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Figure 2. Structures of selected stationary points along the reaction coordinate of the reaction of [(H3N)3ZnOH]+ (1) with COS (Scheme 4). Bond
lengths are given in ä. Structures were calculated at the B3LYP/6±311+G(d,p) level of theory.
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contains histidine residues, which cannot build such hydro-
gen bonds. We do not feel that the hydrogen bonds in 19b
are a significant problem since similar bridges were present
in previous studies[18,21] on CO2 fixation by 1 and the bonds
did not alter the qualitative predictions made compared to
those of a study with imidazole ligands instead of NH3.

[21]

The error introduced by using NH3 instead of imidazole was
found to be 0.5±1.3 kcalmol�1,[21] which is comparable to the
intrinsic error of the applied B3LYP/6±311+G(d,p) method.

The next step along the reaction coordinate is the nucleo-
philic attack of the carbon atom by the zinc-bound hydroxy
group to form the Lindskog-type products 21a and 21b. Re-
gardless of which double bond is attacked, the transition
structure for nucleophilic addition (20a or 20b) corresponds

to a process in which the Zn�O bond and the p bond
are broken with simultaneous formation of a Zn�X and a
C�O bond. Attack on the C=S bond is kinetically
(dDGa=2.8 kcalmol�1) and thermodynamically (dDG=

11.9 kcalmol�1) preferable to C=O bond attack. The same
preference was found above for the uncatalyzed reaction.
Possible reasons for destabilization of 21b compared to 21a
are the lower affinity of zinc for oxygen than for sulfur, the
bad overlap between the large sulfur and smaller carbon p
orbitals forming the p bond, and better stabilization of 21a
by hyperconjugative effects. We did not follow path b any
further since it is clearly less favorable than path a.

Nucleophilic attack by the zinc species on CO2 has an ac-
tivation energy of 15.0 kcalmol�1 in the gas phase and is
thus the rate-determining step for CA.[18] The correspond-
ing activation energy in the case of COS (path a) is
20.1 kcalmol�1. The latter activation energy is clearly higher
than that with CO2 and we have not yet found kinetic proof
of a preference of the catalyst for COS in the gas phase.
However, as we demonstrate below, there is a strong ther-
modynamic preference for COS.

There are two mechanisms (Lindskog, a bond rotation
around the C�S bond, and Lipscomb, a hydrogen shift from
one oxygen atom to the other) by which 21a can be convert-
ed into 23. The transition structures for the rotation (22rot)
and the hydrogen shift (22sh) are very similar to those found
in the carbonic anhydrase cycle[18] except that the zinc-
bound oxygen atom has been replaced by sulfur. In analogy
to the CA reaction, the bond rotation mechanism (DGa=

4.6 kcalmol�1) is strongly preferred over a hydrogen shift
(DGa=29.9 kcalmol�1) when no supporting water molecule
is present. The Lipscomb product 23 lies 2.4 kcalmol�1

Scheme 4. Catalytic reaction of [(H3N)3 ZnOH]+ (1, a model of carbonic anhydrase) with COS.

Figure 3. Gibbs× free energy as a function of the reaction coordinate of
the most favorable path for the [(H3N)3ZnOH]+-catalyzed conversion of
COS and H2O into CO2 and H2S. Calculated at the B3LYP/6±311+
G(d,p) level of theory.
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lower in energy than the separate reactants (see Figure 3).
This result is in direct contrast to the situation in CO2 fixa-
tion, where the Lipscomb product 6 is 3.1 kcalmol�1 higher
in energy than the reactants.

The activation barrier for the Lipscomb mechanism is re-
duced by almost 20 kcalmol�1 to 8.2 kcalmol�1 if a water
molecule mediates the proton shift. Again, estimation of
tunneling corrections was beyond the scope of the present
study. However, the imaginary frequency of 22sh-w
(1052i cm�1) indicates a rather narrow reaction profile and
hence tunneling effects should not be negligible. The activa-
tion barrier for the proton shift could therefore be compara-
ble to that for bond rotation. At this point, we cannot
decide which of the two mechanisms is the preferred one.
However, if tunneling effects are disregarded, rotation
about the C�O bond (22rot) is clearly preferred. Since the
Lipscomb and Lindskog mechanisms lead to the same prod-
uct, the outcome of this question does not affect the remain-
ing part of the reaction and 23 is always formed.

To induce loss of CO2, it is necessary to bring the OH
group into the neighborhood of the sulfur atom (conformer
25), which is easily accomplished by another bond rotation
through transition structure 24. The last step along the reac-
tion coordinate involves a proton transfer from an oxygen
to a sulfur atom, coupled with a bond rotation about the
C�S bond to yield the zinc±sulfur complex 27 and CO2.

The proton shift involves a four-membered ring inter-
mediate and has a substantial activation energy of
36.0 kcalmol�1, which is clearly much too high for an enzy-
matic process. Inclusion of an additional water molecule
from the surrounding medium in the ts leads to 26-w. The
energy barrier is thus reduced to 19.8 kcalmol�1 and is ex-
pected to be lowered further by tunneling effects.

Figure 3 reveals that, as in the CA cycle, the nucleophilic
attack of COS is rate determining for the COS reaction. As
mentioned above, the activation barrier calculated for this
step (DGa=20.1 kcalmol�1) is relatively high for an enzy-
matic process but is comparable with the gas-phase results
for the CA cycle (15.0 kcalmol�1). We assume that solvent
effects significantly decrease this barrier, as in the fixation
of CO2.

[18]

As calculated for the uncatalyzed reaction, the catalyzed
reaction is exothermic overall and the final products are
20.7 kcalmol�1 more stable than the separate reactants. The
thermodynamic stability of the products controls this pro-
cess. The calculated exothermicity of the reaction is in com-
plete agreement with the results of experimental COS fixa-
tion by CA-biomimetic systems. Simple zinc±pyrazolylbo-
rate complexes react quantitatively with COS to yield com-
plexes containing a ZnSH moiety, as in 27.[22]

What are the properties of the zinc sulfur complex 27? Is
this complex able to initiate its own catalytic cycle? The an-
swers to these questions are discussed below.

Reaction of CO2 with [(H3N)3ZnSH]+ : We considered the
effect on the catalytic cycle when the source of sulfur is the
catalyst instead of the cumulene. Replacement of the
oxygen atom in 1 with sulfur and reoptimization of the
structure leads to the catalyst [(H3N)3ZnSH]+ (27;

Scheme 5), for which we calculated the mechanism of CO2

fixation in the gas phase at the B3LYP/6±311+G(d,p)
theory level. This reaction can be interpreted both as an
(theoretical) independent catalytic cycle and as a regenera-
tion mechanism for the active catalyst in the reaction of 1
with COS.

In analogy to all the related CA model systems studied so
far, an encounter complex 28 is formed in the first step of
the reaction (Scheme 5, Figure 4). EC 28 lies 4.7 kcalmol�1

above the energy level of the separate reactants (Table 4).
Nucleophilic attack of the carbon atom in CO2 by the sulfur

atom of 27 leads to a pentacoordinated trigonal bipyramidal
transition structure 29 (+33.6 kcalmol�1). This process is
analogous to the nucleophilic attack of CO2, CS2, or COS by
1; C�S and Zn�O bond formation is simultaneous with
Zn�S and C=O bond breakage. The energy required for this
step is approximately twice that necessary for nucleophilic
attack of CO2 by 1. This result demonstrates how efficiently
nature tuned the [L3ZnOH]+/CO2/H2O system during the
evolutionary process.

We tried to identify an alternative mechanism in which
the reaction starts with direct coordination of a water mole-
cule to the central zinc atom in 27. However, we were not
able to find such a pentacoordinated structure. This difficul-
ty may be due to the nature of the chosen ligand (NH3),
since we have not been able to locate a structure in which
four ammonia molecules coordinate a ZnSH moiety either.
We therefore conclude that, within the limitations of the ap-
plied model, such a mechanism is rather unlikely.

Table 4. Relative Gibbs× free energies and activation barriers for the
[(H3N)3ZnSH]+-mediated conversion of CO2 into thiocarbonic acid. Cal-
culated at the B3LYP/6±311+G(d,p) level of theory.

DG [kcalmol�1] DGa [kcalmol�1]

27 + CO2 0.0 -
28 4.7 ±
29 (ts) 33.6 28.9
30a 30.2 ±
30b (ts) 39.1 ±
31 (ts) 58.0 27.8
32 25.3 ±
33 (ts) 32.1 1.9
34 20.8 ±
35 (ts) 55.0 34.2
36 35.8 ±
37 (ts) 30.3 9.5
38 21.0 ±
39a 23.3 ±
39b 23.1 ±
39c 21.0 ±
40a (ts) 33.9 10.6
40b (ts) 35.3 12.2
40c (ts) 21.7 0.7
41a 19.8 ±
41b 20.9 ±
41c 22.1 ±
27 + 13a 24.1 ±
27 + 15a 23.4 ±
1 + 13a 35.8 ±
1 + CO2 + H2S 11.2 ±
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Figure 4. Structures at selected stationary points along the reaction coordinate of the reaction between [(H3N)3ZnSH]+ (27) and CO2 (Scheme 5). Bond
lengths are given in ä. Structures were calculated at the B3LYP/6±311+G(d,p) level of theory.
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Structure 29 undergoes an inversion process at the sulfur
atom and can thus decompose into two different products,
30a and 30b (resolution of this coupled state was not possi-
ble at the B3LYP/6±311+G(d,p) level of theory). Species
30b is not at an energetic minimum because of steric hin-
drance, but is instead a transition state for rotation about
the C�O(Zn) bond. The pathway through 30b leads to 38.
The transition structure 30b lies 39.1 kcalmol�1 above the
energy level of the separate reactants and we do not believe
that this is an important pathway on the hypersurface of the
gas-phase reaction.

The alternative species, 30a, is at an energetic minimum
and corresponds to a Lindskog-type intermediate in which
an oxygen atom has replaced the original sulfur atom in the
ligand sphere of zinc. As would be expected from the affini-
ty of zinc for sulfur, 30a has a considerably higher free
energy than 28 (only 3.4 kcalmol�1 lower than the energy of
the transition structure 29). The influence of the sulfur atom
in 30a on the Zn�O bond is very small; the Zn�O bond dis-
tances in 30a and 4 (CA; Scheme 1) differ by only 0.004 ä.
The Zn�O bond is mainly electrostatic in nature, as indicat-
ed by the high negative charge (�0.96 e) on the oxygen
atom.

Intermediate 30a can undergo reaction by the Lipscomb
(hydrogen shift) or the Lindskog (rotation) mechanism. This
complex is the first structure reported herein from which
these two pathways produce different products (32 and 34).
This effect is the result of the unsymmetrical bonding pat-
tern of the carbon atom (Scheme 5). In analogy to the re-
sults described above for similar systems, bond rotation
(Lindskog mechanism) was found to be both kinetically and
thermodynamically preferred and requires an activation
energy of only 1.9 kcalmol�1 to generate the rotational
isomer 34. A proton shift (Lipscomb mechanism) to gener-
ate 32 is considerably less attractive and requires
27.8 kcalmol�1 for activation (dDGa=25.9 kcalmol�1). We
avoided the inclusion of an external H2X molecule in our
calculations (see the preceding sections) and did not esti-
mate tunneling effects. However, we expect tunneling to
play an important role. Upon lowering of the energy of 31
through tunneling, an additional reaction channel may open
up. This possibility would be an interesting topic for experi-
mental investigation.

The rotational isomer 34 can again undergo either a bond
rotation (leading to intermediate 38) or a hydrogen shift
(yielding compound 36). As in the previous step in the
mechanism, the rotation is clearly preferred over the hydro-
gen shift (dDGa=24.7 kcalmol�1 for the two processes). In
addition, 36 lies considerably higher in energy than 38. As
for the first proton shift, the inclusion of tunneling effects in
calculations would lower the barrier significantly, which may
make the reaction path leading to 38 competitive. However,
we did not pursue the reaction channels leading to 32 and
36 any further because of the endothermic nature of these
processes.

Isomers 34 and 38 differ only in the position of the S�H
bond (cis or trans) with respect to the C�O(Zn) bond axis
and are almost isoenergetic. Both isomers may be expected
to be involved in the catalytic mechanism. In analogy to

CO2 fixation on 1, CO2 fixation on 27 requires an external
heteroatom source to complete the hypothetical catalytic
cycle and regenerate the catalyst. For carbonic anhydrase,
this heteroatom source is clearly water (oxygen source). We
investigated both H2S and H2O as external sources for 27.

As an H2S molecule approaches either 34 or 38, an en-
counter complex (39a or 39b) is formed in which a Lewis
acid±base interaction occurs. The polarizability of H2S ap-
pears to be sufficient to make this interaction possible.
Water is not polarizable enough so no such EC could be
found in the carbonic anhydrase cycle; instead, the penta-
coordinated species 9b (Scheme 2) is formed in which a
strong Zn±OH2 coordination is present. Such pentacoordi-
nated complexes (40a/b) do not lie at minima on the hyper-
surface of the thio analogue but are cyclic transition struc-
tures, each with a six-membered ring. These complexes are
the transition structures of a synchronous Zn�S bond forma-
tion/Zn�O cleavage process accompanied by hydrogen
transfer to the loosely bound thiocarbonic acid. The encoun-
ter complex thus goes through 40a/b straight to a product
complex 41a/b instead of passing through an additional
stable intermediate. This step requires 10.6 kcalmol�1 for ac-
tivation.

As expected for steric reasons, we were not able to locate
a transition structure in which both H2S and HSC(O)O are
in an equatorial position. Complexes with both H2S and
HSC(O)O in an axial position lack the ability to undergo a
proton transfer and we did not consider such structures.
However, such complexes cannot be fully excluded since it
is known that internal rotations can occur in pentacoordinat-
ed zinc complexes.

In the product complexes 41a/b, the thiocarbonic acid is
only loosely bound to the regenerated active catalyst 27
through a hydrogen bond. The final dissociation of thio-
carbonic acid requires only 4.3 kcalmol�1 (path a) or
2.5 kcalmol�1 (path b), much lower energies than required
by the corresponding step in the carbonic anhydrase cycle
(26.2 kcalmol�1 in the gas phase).[18] Clearly, an assisting ex-
ternal base is not needed in this case. The overall reaction
(DG=++24.1 kcalmol�1) resulting in 27 and 13a/15a is endo-
thermic because the free energy of thiocarbonic acid is
greater than the sum of the energies of the separate reac-
tants CO2 and H2S.

In conclusion, the overall activation barrier of the catalyt-
ic cycle is 33.9 kcalmol�1, which is rather high for an enzy-
matic process. However, it should be possible to access this
reaction experimentally, especially the stoichiometric reac-
tion in which no regeneration of the catalyst is necessary.
We are now investigating whether or not we can overcome
this barrier experimentally by modifying our biomimetic
zinc complexes and varying the temperature and/or pres-
sure. In a similar study, pyrazolylborate-type model systems
showed no reactivity towards heterocumulenes at ambient
pressure and temperature.[31]

When H2O was used as the heteroatom source instead of
H2S, a new reaction channel opened up that results in 1 and
thiocarbonic acid (Scheme 5 and Figure 5). Interaction of 34
and H2O leads to pentacoordinated 39c in which the water
molecule directly coordinates the central zinc atom. Com-
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plex 39c is only 0.2 kcalmol�1 higher in energy than 34 and
thus formation of 39c is preferred over formation of 39a. A
proton shift with ts 40c yields the product complex 41c and
requires almost no activation. Therefore, 39c and 41c
should be in equilibrium. The calculated energy difference
between these complexes is much smaller than the accuracy
of the applied B3LYP method so we can neither state defi-
nitely which of 39c and 41c is more stable nor give an accu-
rate value for the reaction barrier. Coupled cluster
[CCSD(T)] single points would give more reliable results
but such calculations were not possible with our computa-
tional resources. Dissociation into the free catalyst 1 and
thiocarbonic acid 13a requires 13.7 kcalmol�1. This activa-
tion energy does not seem to be a problem since mecha-
nisms similar to those previously reported[18] should decrease
its value. Complex 1 can restart the reaction cascade de-
scribed in Scheme 4, that is, the transformation of COS. The
thiocarbonic acid 13a readily decomposes into CO2 and
H2S. Thus, the CO2 molecule mediates the conversion of
[(H3N)3ZnSH]+ (27) and H2O into [(H3N)3ZnOH]+ (1)
and H2S. This reaction is slightly endothermic overall
(+11.2 kcalmol�1).

Conclusion

Why does nature prefer the [L3Zn�OH]+/CO2/H2O system
to all the other conceivable [LnZn�XH]+/X=C=Y/H2X (X=

O, S) combinations? From the results of the investigation
described herein (summarized in Scheme 6), we conclude
that a variety of structural and energetic properties are opti-
mized in the natural system.

The calculated reaction path for COS (a in Scheme 6)
leads to the [(H3N)3ZnSH]+ complex and CO2. Nucleophilic
attack is the rate-determining step of the catalytic cycle for
both CO2 and COS. However, there are differences in the
mechanistic details of the cycles of these two compounds.
The hydration of CO2 is an endergonic process, while the
catalytic hydration of COS is exergonic.

Surprisingly, the zinc-bound sulfur atom in
[(H3N)3ZnSH]+ is capable of attacking CO2 (b in
Scheme 6), although the activation barrier is rather high for
a biological process under standard ambient conditions.

However, under more extreme conditions such a catalytic
cycle is a realistic possibility. Replacement of H2S with
water indicates that, if nucleophilic attack on CO2 takes
place, it is generally possible to regenerate the [L3ZnOH]+

catalyst found in the native enzyme (c in Scheme 6).
Nature has chosen an elegant and efficient system, the

[L3ZnOH]+/CO2/H2O group of reactants. Although this
system has a certain sensitivity to COS, the catalyst can be
regenerated at a characteristic stage of the cycle. As a result
of the higher energies involved with COS than with CO2,
the regeneration is likely to be relatively slow in the pres-
ence of COS. However, this pathway would prevent the dis-
astrous permanent deactivation of carbonic anhydrase upon
reaction with COS. This finding is of special interest as COS
is consumed by the biosphere (i.e. terrestrial vegetation, leaf
litter, soil, alga, lichens), where irreversible inhibition of CA
would immediately reduce or even prevent the vital ex-
change of CO2.

Some of the results presented herein should be transfera-
ble to stoichiometric syntheses that follow the reaction path-
ways of carbonic anhydrase. The reactivity of zinc-bound hy-
drogen sulfide and its variants as sulfur analogues of carbon-
ic anhydrase is the subject of ongoing research activities.

Computational Methods

Full geometry optimizations (i.e. without symmetry constraints) were car-
ried out with the GAUSSIAN98 program package.[32] Depending on the
size of the system being studied, various calculation methods and basis
sets were employed. All geometry optimizations reported herein were
performed by using the hybrid B3LYP[33] density functional method,
which includes the use of a term that accounts for the effects of dynamic
electron correlation (Coulomb hole).[34] Reaction hypersurfaces that did
not contain zinc were optimized at the B3LYP/aug-cc-pV(Q+d)Z level
of theory and those containing zinc at the somewhat lower-standard
B3LYP/6±311+G(d,p) level. The aug-cc-pV(Q+d)Z basis set employed
differs from the standard aug-cc-pVQZ basis set of Dunning et al.[35] in
that it includes an additional high-exponent d function for second-row
atoms to account for core polarization effects.[36] The B3LYP/aug-cc-
pV(Q+d)Z level of theory generally yields quite accurate results.[37]

Even more accurate energies were calculated for small systems (mostly
relevant for the uncatalyzed reactions or for reference energies) by using
the coupled cluster CCSD(T)/aug-cc-pV(Q+d)Z single point method[38]

and a B3LYP/aug-cc-pV(Q+d)Z optimal geometry. The energies calcu-
lated at the B3LYP/aug-cc-pV(Q+d)Z level differ at most by approxi-
mately 3 kcalmol�1 from the results of the much more expensive coupled

Figure 5. Gibbs× free energy as a function of the reaction coordinate for
the most favorable path for the conversion of [(H3N)3ZnSH]+ into
[(H3N)3ZnOH]+ by CO2 and H2O. Calculated at the B3LYP/6±311+
G(d,p) level of theory.

Scheme 6. Schematic depiction of the reaction paths reported herein.
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cluster method. The error introduced by omitting the very expensive
CCSD(T) calculations is therefore less than 3 kcalmol�1. Although a cor-
relation-consistent basis set of triple zeta valence quality (cc-pVTZ) with
an effective core potential has recently been published for zinc,[39] our
own investigations[40] show that the use of this basis set for the systems
under consideration does not lead to substantial improvements in the re-
sults compared to those obtained from the B3LYP/6±311+G(d,p) level
of theory. We therefore restricted our investigations on hypersurfaces
containing zinc to the B3LYP/6±311+G(d,p) level of theory. All calculat-
ed stationary points were rigorously characterized as minima or transition
structures according to the number of imaginary modes by applying a
second-order derivative calculation (vibrational analysis) at the same
level of theory as that at which the optimization was performed. Visuali-
zation of the reactive modes of the transition structures (with VIEW-
MOL[41] and MOLDEN[42] software) was used to support the assignment
of energetic minimum structures versus transition structures. All energies
reported are Gibbs× free enthalpies with zero-point energy corrections, as
well as thermal (DH) and entropic (TDS) corrections calculated by the
standard thermodynamic routines in GAUSSIAN98 for standard ambient
temperature and pressure conditions. The natural bond orbital analysis of
Reed and Weinhold[43] was applied to calculate bond orders, atomic
charges, and orbital energies for selected intermediates.
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